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About Zoriana

- QA Analyst at Percona Platform team
- Main focus on Test Planning, Execution and Documentation, ensuring the final product 

meets not only requirements set but also customer expectations.
- First experience in open-source domain and I really enjoy it :)
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About Peter

- Principal Architect at Percona Consulting
- Focused on automation and performance tuning
- Among others, worked at Dropbox, Zuora, Sun microsystems
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Agenda

- Check out the nice title slide
- Check out the about us slides
- Going through the agenda <- We are here
- Demo setup
- Configuring integrated alerting
- Act surprised on a triggered alert
- Define a custom alert
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Demo setup



© 2021 Percona

Demo setup

- We will do demos!
- You can try yourself: https://github.com/pboros/pmm2lab
- Clone the git repo and do vagrant up

Disclaimer: not suitable for production use, it has hardcoded passwords.
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Demo setup

$ vagrant status

Current machine states:

db1.pmm2lab.172.17.17.11.nip.io      running (virtualbox)

db2.pmm2lab.172.17.17.12.nip.io      running (virtualbox)

sysbench.pmm2lab.172.17.17.21.nip.io running (virtualbox)

pmm.pmm2lab.172.17.17.31.nip.io      running (virtualbox)
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Demo setup
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Configuring integrated 
alerting
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Turn on integrated alerting
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Communication setting for Slack
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Communication setting for Email
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Architecture

- Alert rule template
- Alert rule
- Alert
- Notification channels
- Notification

13



© 2021 Percona

Alert rule template

- Sources for creating alert rules
- Built-in ones can be used
- Custom ones can be created
- Each alert rule needs a template
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Built-in templates
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Alert rule 
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- Source template
- Alert name
- Threshold
- Duration
- Severity
- Channel
- Optional filters
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Alerts (ideal case)
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Alerts (non-ideal case)
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Notification Channels
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Example e-mail alert
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Example slack alert
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Example PagerDuty alert 
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Alert triggered!



Custom alerts
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Custom template
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Custom template II.
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---
templates:
 - name: pmm_mongodb_high_memory_usage
   version: 1
   summary: Memory used by MongoDB
   expr: |-
     sum by (node_name) (mongodb_ss_mem_resident * 1024 * 1024)
     / on (node_name) (node_memory_MemTotal_bytes)
     * 100
     > [[ .threshold ]]
   params:
     - name: threshold
       summary: A percentage from configured maximum
       unit: "%"
       type: float
       range: [0, 100]
       value: 80
   for: 5m
   severity: warning
   labels: 
     cultom_label: demo
  summary: MongoDB high memory usage ({{ $labels.service_name }})
     description: |-
       {{ $value }}% of memory (more than [[ .threshold ]]%) is used
       by {{ $labels.service_name }} on {{ $labels.node_name }}.



Thank you!
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